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Abstract

The present work is aimed at studying the two-phase heat transfer, concerning the film boiling process on an isothermal vertical

surface, through the bubble growth mechanism by a numerical simulation of the evolution of the vapor–liquid interface. The in-

terface is captured by a level set method, which is modified to include the liquid–vapor phase change effect. The phase change effect

and mass transfer at the interface have been considered in the continuity equation. Also, the gravity and surface tension effects have

been taken into account in the momentum equation. The fluid flow adjacent to the hot surface was assumed as laminar, unsteady

and two-dimensional. The governing continuity, momentum and energy equations, which include the spatial and temporal changes,

and also the interface evolution equation, have been solved by a finite difference numerical method, which has implemented the

TDMA algorithm and the projection method. Then, the velocity and temperature fields and also the interface location have been

computed. The present numerical results are compared with the available experimental data and with the analytical predictions,

which have showed to be in reasonable agreements. � 2002 Published by Elsevier Science Inc.
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1. Introduction

Considerable amounts of work have been carried
out in the last few years to understand the interface
dynamics associated with the phase change process,
namely the film boiling and condensation. Because of
the complicated behavior of the film boiling phenome-
non, all of the investigations made on this topic, before
the end of 1990s, were based on experimental methods
or analytical models, with many simplifying assump-
tions.

The first theoretical analysis of the film boiling phe-
nomenon was reported by Bromley (1950). He described
saturated natural convection film boiling on horizontal
cylinders, in terms of a laminar steady vapor film flow-
ing between the heating surface and the liquid.

Greitzer and Abernathy (1972) presented an empiri-
cal-analytical model of natural convection film boiling

on a vertical surface. In their model, the interface waves
effect was taken into account and the vapor flow was
assumed as unsteady and laminar. They stated that the
interface waves were moving upward with constant ve-
locity, so they adopted coordinates fixed to the wave
system. Thus the phenomenon became steady and the
liquid far from the heated surface moved downward
with the same velocity, as shown in Fig. 1. Also, the
vapor layer consisted of large bulges and thin films.
They assumed that the heat transfer in the large bulges
was negligible, so the total heat transfer between the hot
surface and liquid bulk was referred to the thin films.
Finally, they used scaling methods to evaluate the
mass, force and energy balances and then, based on
some experimental data and through the extrapolation
methods, the scaling correlation was converted to the
exact equation.

Bui and Dhir (1985) reported an analytical model,
based on experimental observation for the film boiling
on a vertical surface. They reported that the liquid–
vapor interface was unsmooth and combined with large
and small scale waves. Also, the order of magnitude of
wavelength for large scale waves was in centimeters and
the amplitude of these waves was changed with distance
from the lower edge of surface. However, the small scale
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waves had a much smaller wavelength and their ampli-
tude was only a percentage of mean vapor film thick-
ness. In this model, similar to the previous one, the area
adjacent to the hot surface was divided into two regions.
The first region was the thin vapor film which occupied
the distance between the bulges of vapor. In this re-
gion, the vapor film was very thin. So, to evaluate the
momentum equations, the effects of inertia forces could
be neglected and only buoyancy and viscosity terms
would be considered. The second region consisted of the
hot surface areas which were covered with vapor bub-
bles. However, the heat transfer rate in this region was
low, compared with the first region, but as the signifi-

cant area of the hot surface was covered with vapor
bubbles, therefore the effect of heat transfer in this re-
gion could not be neglected. Also, they assumed that the
effects of flow in the vapor bubbles were negligible and
only the conduction heat transfer was considered in this
region. Finally, they derived the heat transfer coefficient
as a mean value over the two mentioned regions.

One of the more recent investigations in film boiling
on a vertical surface was made by Nishio and Ohtake
(1993). In their study, a new method known as vapor-
unit-film model was developed to evaluate the heat
transfer in natural convection film boiling. The vapor
film adjacent to the vertical surface was combined from
two sections, according to Fig. 2. The first section was
the down edge of surface with steady vapor flow, so that

Nomenclature

CP specific heat
g gravity vector
Gr Grashof number, ðqvgk

3
0=l

2
vÞðql=qv � 1Þ

H step function
hfg latent heat of evaporation
h mesh size
K thermal conductivity
k interfacial curvature
m mass flux vector
Nu Nusselt number, oT �=oY �jY �¼0
Pr Prandtl number, Cpvlv=Kv

P pressure
SP super heat parameter, CPvfDT=hfg
S�
p modified super heat parameter, SP=ð1þ 0:5SPÞ

T temperature
DT temperature difference, TW � TSAT
U velocity vector
Ui interfacial velocity vector
u, v x- and y-direction velocity component
Dx, Dy x- and y-direction mesh size

Greeks
k0 Laplace capillary length, ½r=gðql � qvÞ	

1=2

kd;KH most dangerous Kelvin–Helmholtz wave-
length

l, m dynamic, kinematic viscosity
q density
r surface tension
/ level set function

Subscripts
fg difference between vapor–liquid properties
i interface
l, v liquid, vapor
SAT, W, f, atm saturation, wall, film, atmosphere
vf vapor at film temperature
t, x, y partial differentiation with respect to t, x, y

Superscripts
n old time step
nþ 1 new time step
� middle time step, modified

Fig. 1. Vapor–liquid configuration in regions of significant heat

transfer (Greitzer and Abernathy).

Fig. 2. Vapor unit-film model for film boiling from a vertical surface

(Nishio and Ohtake).
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the two-dimensional waves which were created in this
region, would be developed upward with a constant
velocity. The same upper regions were considered as the
second section, which consisted of a thin film and a
vapor bulge. Since the generated vapor at the thin film
was absorbed by the bulge located on the upside of the
thin film, the thickness of vapor layer immediately after
the bulge would be very thin. Thus the distribution of
heat transfer and the length of occupied area by every
one of upper regions were the same, and therefore the
results of study in one unit could almost be extended to
the entire height of surface. Also, the length of each
region which was the distance between two consecutive
vapor bulges, was considered equal to the most dan-
gerous Kelvin–Helmholtz instability wavelength. This
wavelength has been derived analytically by Nishio and
Ohtake (1993), based on the instability theory as

kd;KH ¼ 16:2 Prvf=ðS�
p 
 Grv½k0	Þ

n o1=4

k0 ð1Þ

Based on this analytical model, the local Nusselt number
has been derived as

Nu½k	 ¼ 0:74ðGrv½k	Prvf=S�
pÞ

1=4 ð2Þ

Son and Dhir (1997) carried out a complete numeri-
cal simulation of the evolution of vapor–liquid interface,
during the saturated film boiling on a horizontal sur-
face. For an axisymmetric case, they used a coordinate
transformation technique supplemented by a numerical
grid generation method. In this method, the matching
conditions at the interface could be imposed accurately,
as long as the computational grid could be constructed
numerically. From the numerical simulation, the film
thickness and, in turn, the heat transfer coefficient were
found to vary both spatially and temporally.

Another numerical study of the film boiling, inde-
pendent of Son and Dhir’s (1997) work, was reported by
Juric and Tryggvason (1998). They used a two-dimen-
sional front tracking method, which could handle the
break-off of interface. In their method, the interface was
described as a transition region of finite thickness, rather
than as a surface separating the two fluids. Son and Dhir
(1998) have simulated the saturated film boiling on a
horizontal surface, based on a level set method. This
method not only handled the break-off and the merge of
interface, but could also be extended easily to three-
dimensional problems. The numerical algorithm devel-
oped by Sussman et al. (1994) for incompressible
two-phase flow was modified to include the effect of
liquid–vapor phase change.

The above mentioned level set method was based
on a d-function formulation to enforce the appropriate
boundary conditions at the interface. Thus, it smears
out any discontinuity in normal velocity, forcing a con-
tinuous velocity field across the interface. This numeri-
cal smearing could be quite troublesome, introducing

divergence into the flow (velocity) field near the interface
and, hence, not exactly satisfying the divergence-free
condition. This problem was partly solved by Helen-
brook et al. (1999) through removing the numerical
smearing of the normal velocity obtaining a sharp in-
terface profile. Also, Helenbrook and Law (1999) em-
ployed the same approach to obtain results for cases in
which the flame fronts (discontinuities) did not merge or
become highly curved. These limitations were overcome
in the recent work of Nguyen et al. (2001) proposing a
new numerical method for treating two-phase incom-
pressible flow. Their method admitted a sharp interface
representation similar to the method proposed by Hel-
enbrook et al. (1999). In addition, the interface bound-
ary conditions were handled in a simple fashion such
that no special treatment was required to treat the
merging of flame fronts.

The objectives of the present work, however, were to
extend the modified level set method to encompass the
saturated pool film boiling on a vertical surface, and to
understand the mechanism of bubble growth, and also,
to evaluate the heat transfer adjacent to the hot vertical
surface. Hence, some comparisons of the present nu-
merical results with the available experimental and ana-
lytical data were performed.

2. Numerical simulation

As mentioned before, the experimental and theoreti-
cal studies have showed that the interface waves, which
have been developed at the liquid–vapor interface in film
boiling on a vertical surface, have divided the region
adjacent to the hot surface to similar subregions. Thus,
one of these subregions has been evaluated to study the
film boiling and the results have extended approximately
over the entire surface.

2.1. Assumptions

In the present study, the computations were per-
formed for a two-dimensional incompressible flow,
which was described in Cartesian coordinates. The com-
putational domain was chosen as the rectangular re-
gions between the nodes of Kelvin–Helmholtz waves, as
shown in Fig. 3. Each rectangle had an area k2d;KH=2,
so that the length of the rectangle was assumed as
kd;KH along the surface height and parallel to the x-axis,
which was located between the nodes of Kelvin–Helm-
holtz waves, and the width of the rectangle was con-
sidered as kd;KH=2 perpendicular to the hot surface and
parallel to the y-axis.

It was assumed that the fluid properties, including
density, viscosity and thermal conductivity, were con-
stant in each phase. Also, the hot surface was assumed
flat, vertical and isothermal. The fluid flow adjacent to
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the hot surface was assumed laminar, unsteady and two-
dimensional (x; y).

2.2. Governing equations

The interface separating the two phases was captured
by a level set function, /, which was defined as a signed
distance from the interface: the negative sign was chosen
for the vapor phase and the positive sign for the liquid
phase. So, the value of / ¼ 0 stated the interface loca-
tion. On the basis of the works of Son and Dhir (1998),
Sussman et al. (1994) and Chang et al. (1996), the zero
level set of / was advanced by the interfacial velocity
according to the following equation

/t þ Ui 
 r/ ¼ 0 ð3Þ
where Ui is the interfacial velocity vector and it was
defined as

Ui ¼ U þ m=q ð4Þ
It was derived from the condition of mass continuity
and energy balance at the interface

m ¼ qvðUi � UvÞ ¼ qlðUi � UlÞ ð5Þ

m ¼ �KrT=hfg ð6Þ

Uið � UvÞ ¼ mfgm ð7Þ
where mfg ¼ q�1

v � q�1
l . Using Eq. (7) and noting the fact

that the mass transfer occurred only at the interface
while the phase change process was done, giving the
continuity equation as follows

r 
 U ¼ �Km 
 rH ð8Þ
The equations governing the momentum conserva-

tion including inertia, pressure, gravity, viscosity and
surface tension terms are written as

qðUt þ U 
 rUÞ ¼ �rP þ qg � rkrH þr 
 lrU ð9Þ
In the above equation, H is a step function (H ¼ 0 for
/ < 0 and H ¼ 1 for / > 0) and k is the interfacial
curvature, expressed as follows, according to Brackbill
et al. (1992).

k ¼ r 
 ðr/=jr/jÞ ð10Þ

Also, density, viscosity and thermal conductivity are
described as

q ¼ qv þ ðql � qvÞH ð11aÞ

l�1
r ¼ l�1

v þ ðl�1
l � l�1

v ÞH ð11bÞ

K�1 ¼ K�1
v þ ðK�1

l � K�1
v ÞH ð11cÞ

To prevent the numerical instability, arising from the
discontinuous material properties, the step function was
smoothed as

H ¼ 1 if / P 1:5 h
¼ 0 if /6 � 1:5 h
¼ 0:5þ ð/=3 hÞ þ ½sinð2p/=3 hÞ	=2p if j/j6 1:5 h

ð12Þ
Eq. (12) implied that the interface separating the two
phases was replaced by a transition region of finite
thickness, in which fluid properties were changed from
liquid to vapor as the phase change process was done,
according to Eqs. (11a)–(11c).

The energy equation for the film boiling was derived
to satisfy the condition that the vapor–liquid interface
was maintained at saturation temperature

qvCPvðTt þ U 
 rT Þ ¼ r 
 KrT ðfor H < 1Þ
T ¼ TSAT ðfor H ¼ 1Þ ð13Þ

where the effective K was evaluated by setting K�1
l ¼ 0

(i.e., no temperature gradient in the liquid) in the Eq.
(11c) as

K�1 ¼ K�1
v ð1� HÞ ð14Þ

2.3. Boundary conditions

The boundary conditions were as follows (see Fig. 4):

Fig. 4. The boundary conditions.

Fig. 3. (a) Vapor bubbles location, (b) interface configuration, and (c)

computational domain.
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• At the wall (y ¼ 0), no-slip condition: u ¼ v ¼ 0;
T ¼ TW.

• At the planes of axisymmetry (x ¼ 0, kd;KH):
u ¼ vx ¼ Tx ¼ 0.

• At the end of the computation domain ðy ¼ kd;KH=2Þ,
no-flow condition: uy ¼ vy ¼ Ty ¼ 0.

2.4. Discretization method and solving procedure

When discretizing the governing equations tempo-
rally, the diffusion terms were treated by a fully implicit
scheme and the convection and source terms by a first-
order explicit method. Also, while discretizing the
differential equations spatially, a second-order finite
difference method was used (see Fig. 5). Then, the dis-
cretized governing equations were expressed as

ð/nþ1 � /nÞ=Dt þ Un
i 
 r/ ¼ 0 ð15Þ

r 
 Unþ1 ¼ mfgmnþ1 
 rH ð16Þ

qðUnþ1 � UnÞ=Dt þ qUn 
 rUn

¼ �rPnþ1 � rkrH þ qg þr 
 lrUnþ1 ð17Þ

qvCpvðT nþ1 � T nÞ=Dt þ qvCpvUn 
 rT n

¼ r 
 KrT nþ1 ð18Þ

In order to obtain the governing equation for pres-
sure which achieved the mass conservation, the frac-
tional step method or the projection method, used by
Son and Dhir (1998), was employed. In this method, the
momentum equation was decomposed into two frac-
tional steps as

qðU � � UnÞ=Dt þ qUn 
 rUn

¼ �rPn þ qg � rkrH þr 
 lrU � ð19Þ

Unþ1 ¼ U � � DtðrPnþ1 �rPnÞ=q ð20Þ
First, Eq. (19) was solved using the pressure evaluated at
the previous time step. Then, the resulting velocity, U �,
which did not satisfy the continuity equation, was cor-
rected, as given by Eq. (20). When substituting Eq. (20)
into Eq. (19), the projection error could be estimated to
be DtðrPnþ1 �rPnÞ=q. Using Eq. (20) and the conti-
nuity equation (16), the governing equation for pressure
was obtained as

r 
 ðrPnþ1=qÞ ¼ r 
 ðrPn=qÞ þ ðr 
 U �=DtÞ
� ðmgfmnþ1 
 rH=DtÞ ð21Þ

The discretized equations were solved iteratively by a
line-by-line tridiagonal-matrix algorithm (TDMA) sup-
plemented by the Gauss–Seidel method, which was
suggested by Patankar (1980).

Based on the above assumptions and according to the
procedure which was developed in this work, the com-
putations were performed as shown in Fig. 6.

3. Results and discussion

The special case for performing the computations, is
the standard condition for boiling with TSAT ¼ 100 �C
and Patm ¼ 100 KPa. Also, another important quantityFig. 5. Grids and the computational cell.

Fig. 6. The flow diagram of solution algorithm for modified level set method.
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which affected the film boiling phenomenon was the
saturated temperature difference, DT . In the present
study, computations were performed for various DT and
the important parameters related to boiling were com-
puted, as presented in the following figures.

The computation domain was comforted with a uni-
form mesh to discretize the governing equations. It was
found that a 256� 128 grid would give the appropriate
results.

The time steps were chosen so as to satisfy the
Courant–Friedrichs–Lewy (CFL) condition (Anderson,
1995), which was stated as DT 6 ðjU j=DX þ jV j=DY Þ. In
this study, it was found that an appropriate time step
was approximately a dimensionless time of 0.01. To
perform the computations, a computer code was devel-
oped in Microsoft Fortran Power Station (4) environ-
ment.

Fig. 7 shows the interface location and configuration
at various time steps for TW ¼ 250 �C, which from the
qualifying view point the numerical results were similar
to the previous theoretical studies such as those of Bui
and Dhir (1985), Nishio and Ohtake (1993) and Son and
Dhir (1998). Also, according to this figure the thin vapor
film and the vapor bubbles are visible and the distance
between bubbles were became exactly equal to kd;KH in
agreement with existing analytical models.

Fig. 8 illustrates the temperature field at 5th time step
for TW ¼ 250 �C, where the temperature contours were
the same as expected, such that with distancing from the

interface, the isothermal lines were parallel with the in-
terface, and in the thin vapor film region, these lines are
vertical and also, in the vapor bubbles the curvature of
isothermal lines are the same as the interface.

The velocity field at 5th time step for TW ¼ 250 �C is
shown in Fig. 9. It can be seen that the flow vectors in
the liquid and vapor phases were as expected, such that
the direction of flow in the vapor region is from the thin
vapor film to the vapor bubbles. Therefore, the numer-
ical results were in agreement with the model proposed
by Bui and Dhir (1985), based on the empirical obser-
vations. Also, it can be concluded that, the phase change
process from liquid to vapor was performed in the thin
vapor film and the vapor would transfer from this region
to the bubbles which acted as a reservoir.

The results of old theories were in the form of the
Nusselt number as a function of distance from the lower
edge of vertical surface, but, in disagreement with those,
the experimental studies showed that this dependence
would be decreased with the distance from the lower
edge of surface, and gradually would become negligible.
Fig. 10 Shows the Nusselt number versus the height of
surface. According to this diagram, Nu remained almost
constant along the height of surface, which, was in
agreement with the experimental observations. But, be-
cause Nu was defined as a dimensionless temperature
gradient adjacent to the hot surface, and since the vapor
layer was more thick in bubbles, therefore, the temper-
ature gradient in this region was lower and naturally, Nu
was also lower in the bubbles.

Fig. 11 demonstrates the average heat transfer coef-
ficient versus DT , where the present numerical results
have been compared with the existing analytical theory
predictions. The comparisons showed differences in the
order of 5–35%. These differences were increased with
DT growth. The very simplifying assumptions which
were considered in the first two models (Bui and Dhir,
1985; Koh, 1962), could cause the difference with the

Fig. 7. Liquid–vapor interface at 5th, 10th, 15th and 20th time steps for

TW ¼ 250 �C.

Fig. 8. Temperature contours at 5th time step for TW ¼ 250 �C.
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present numerical results. Some of the assumptions
were as follows: Koh’s (1962) model: A smooth vapor–
liquid interface was considered without accounting
for the interface waves effects and, also, the process
was assumed as steady with a stable laminar vapor film.
Bui and Dhir’s (1985) model: The inertia effects in the
vapor film were not accounted for and also, only the
conductive heat transfer was considered in the vapor
bubbles.

Therefore, the overestimation of the present numeri-
cal results in comparison with the analytical models was
reasonably acceptable. On the other hand, Greitzer and
Abernathy’s (1972) model was closer to the present
numerical results. Because, as was described in Section
1, this analytical model was proposed based on a qual-
ifying evaluation of the governing equations of the
vapor film, which was converted to the exact equations

by the interpolation method, based on some experi-
mental data. Thus, the results obtained from this model
were more reliable and its closer agreement with the
present numerical results could state the validity of the
present numerical analysis.

Finally, the heat flux at the hot surface is shown in
Fig. 12, where the present numerical results have been
compared with the available experimental data of Bui
and Dhir (1985). It can be seen that the overall trend is
similar and as in Fig. 11 the difference between the nu-
merical and the experimental results was increased with
DT growth. But, a 25–40% difference existed, which
would be expected as there were differences between the
experimental conditions and the numerical computa-
tions, including the constant fluid properties and the
two-dimensional flow assumptions which were consid-
ered in the present numerical analysis.

Fig. 9. Velocity field at 5th time step For TW ¼ 250 �C.

Fig. 10. Time average Nusselt number for TW ¼ 250 �C.
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4. Conclusion

The heat transfer coefficient results obtained from the
present numerical work were compared with the avail-
able analytical and experimental results and a reason-
able agreement was shown. Also, it can be concluded
that the modified level set method has been relatively

successful to evaluate the saturated film boiling process.
Overall, the film boiling is a very complicated phenom-
enon, because there are a lot of variations of the fluid
properties adjacent to two sides of the interface. If one
could apply a more exact and high order discretization
method, along with a smaller grid, some better results
would be expected. Also, the introduction of more

Fig. 11. Comparisons of present heat transfer coefficient results with others.

Fig. 12. Comparison of present heat flux results with experimental data of Bui and Dhir.

F. Bazdidi-Tehrani, S. Zaman / Int. J. Heat and Fluid Flow 23 (2002) 308–316 315



realistic models as well as the implementation of fluid
property variations, in the vapor phase, could possibly
lead to better future simulations.
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